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Abstract—The historical problem of Seven Bridges of Königsberg 
caused the birth of graph theory. A number of practical 
problems involving networks may be appropriately represented 
by the graphs that facilitate problem formulation and analysis 
process. Communication topology for networks involving a large 
number of units, like multi-agent system, may be conveniently 
examined using the notion of graph theory. To facilitate the 
formulation of such problems, an appropriate mathematical 
solution is to represent the graph with the help of Laplacian 
matrix. Eigenvalues of Laplacian matrix are the main focus of 
this paper. Same have been exploited to give an insight into the 
graph / subgraph properties, and to generalize the well-known 
Euler’s Formula in order to make it applicable for graphs as well 
as subgraphs. A modified Euler’s formula is also presented. 
Effects of addition and removal of communication links for a 
given number of agents are examined. Effects of addition and 
removal of agents, and portioning a graph into subgraphs is also 
the focus of our present study.  

Keywords—distributed control, eigenvalues, Euler’s formula, 
graph theory, Laplacian matrix, Multi-agent system 

I. INTRODUCTION  
Graph theory was first introduced by the famous mathematician Leonhard Euler in the 18th century during an endeavor to solve the historical problem of Seven Bridges of Königsberg [1]. Since then graph theory has evolved and today we find its uses in many domains and disciplines, for e.g. to model the information exchange among units of a Multi-Agent System (MAS) and to represent the computation flow and data organization in computer networks. Graph theory has strong links with distributed / cooperative control schemes to efficiently handle communication topology affairs. It has been exploited by a number of researchers in the domain of MAS, formation and network control. Examples include the use of directed graphs for formation control [2], and Unmanned Aerial Vehicle (UAV) swarm modelling where the leader-follower scheme of aerial vehicles was extended to an arbitrary number of units [3]. The problem formulation is accommodated with the conversion of a graph into the Laplacian matrix. This matrix gives an insight into the communication topology, properties of the underlying graph, and graph connectivity through its eigenvalues. Laplacian matrix eigenvalues were identified as an important object of study in [4]. Eigenvalues of Laplacian matrix were exploited in [5] to determine the effects of communication topology on formation stability, and Laplacian matrix itself was used to represent the sensing of relative position of units in a 

formation. A class of graphs called weakly connected graphs were studied in [6] to represent the formation of multiple vehicles that are weakly connected. Alternatives to Laplacian-based consensus algorithms in computer science are Gossip-based algorithms such as the push-sum protocol [7].  
Our analysis framework for the present work is based on tools from matrix theory and graph theory. The graphs meant for inter-agent communications for a MAS have been given due consideration. A physical interpretation of presented results may be the information flow within a formation or swarm of aerial vehicles that plays an important role towards stability. For large formations or swarms, a single leader may not efficiently control the whole formation and hence multiple leaders may be required. Handling of communication topology for large formations / swarms of aerial vehicles is facilitated with the use of graph theory. 
Communication links between the agents may be directional or bidirectional, depending upon the course of information flow. Directed and undirected graphs correspond to directional and bidirectional communication links respectively. Addition and removal of communication links between the agents affects the Laplacian matrix, which will also be considered in this paper. Subgraphs are also the focus of our study, where these have been related to multiple formations or clusters of agents represented by a single Laplacian matrix. Some results for the properties of Laplacian matrix and associated eigenvalues are also discussed. There are some interesting properties related to the second smallest eigenvalue of Laplacian matrix, known as Algebraic Connectivity. Work has been done to increase the algebraic connectivity in [8]. Reference [9] suggests to choose a set of edges effectively in order to maximize the algebraic connectivity for a given number of vertices. Further details on algebraic connectivity are provided in section II.  
A lot of work has been done in the domain of Euler Characteristic for 3D objects, e.g. [10]. The main contribution of this paper is the generalization of Euler’s formula that holds true for the planar graphs as well as subgraphs. An endeavor has been made to relate the Euler’s formula to the eigenvalues of underlying Laplacian matrix. For our present study, we focus on directed and undirected graphs and related Laplacian matrices. However, normalized Laplacian matrix is not the focus of our present paper.  
Further description of this paper is organized as follows. Section II describes preliminary background on graph theory. Section III provides definitions and propositions in the domain 
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of graph theory and generalization of Euler’s formula. Finally conclusions are drawn in section IV. 
II. PRELIMINARY BACKGROUND 

A graph ܩ with a set of vertices ܸ and edges ܧ is generally represented as ܩ ൌ ሺܸ,    .respectively. Well-Connectedness of a graph may be defined as the number of edges in a graph. Fully connected graph, also called a complete graph, is one where all possible connections between the agents exist. Degree of a graph means maximum number of edges for any of its vertices [7]. Graphs are broadly classified as directed graphs and undirected graphs |ܧ| ሻ. The number of vertices (or nodes) and edges will be represented as |ܸ| andܧ
If all vertices of a graph are connected then there is only one eigenvalue zero (simple eigenvalue) of related Laplacian matrix. However, when a graph is partitioned into multiple subgraphs then algebraic multiplicity of zero eigenvalue represents the number of subgraphs. Individual connected components of a graph are also called as subgraphs. For a node to be a part of a graph or subgraph, it must have at least one edge connected to it. In physical terms, an agent (a vertex) must communicate with at least one other agent to be part of a graph or subgraph. Edge denotes a communication link. 
A loop may be defined as a closed path that does not enclose another closed path. For communication among a large number of units (e.g. a swarm), a loop indicates redundant information flow from/to multiple units. It also gives an indication for connectedness of a graph. Note that a loop here does not mean a self-loop that corresponds to connection of a vertex with itself. A loop is also referred to as a cycle in graph theory. Tree in graph theory means no loops.  
Now we define some matrices in the domain of graph theory. Degree matrix ܦ is a n x n diagonal matrix that gives the information about the number of edges (degree) of each vertex. Degree of a vertex is given by the number of its neighbors. If elements of a degree matrix are represented as ܦሾ݅, ݆ሿ where ݅ and ݆ represent the vertices of a matrix then:   

,ሾ݅ܦ ݆ሿ  ∶ൌ  ቄ degሺݒ௜ሻ       ݂݅ ݅ ൌ ݆
  ݁ݏ݅ݓݎ݄݁ݐ݋                 0      

      Here degሺݒ௜ሻ denotes degree of vertex i. An example of a degree matrix is given below that corresponds to an arbitrary graph of Fig. 1. 
 
 
 
      Adjacency matrix ܣ is a square n x n matrix that gives information about adjacency of vertices in an undirected graph. Adjacency matrix is defined as:                                                     

                            
Fig. 1.  An undirected graph with four vertices  

,ሾ݅ܣ ݆ሿ   ∶ൌ  ൜ ݆ ݀݊ܽ ݅ ݔ݁ݐݎ݁ݒ ݊݁݁ݓݐܾ݁ ݏݐݏ݅ݔ݁ ݁݃݀݁ ݊ܽ ݂݅     1 
 ݆ ݀݊ܽ ݅ ݔ݁ݐݎ݁ݒ ݊݁݁ݓݐܾ݁ ݏݐݏ݅ݔ݁ ݁݃݀݁ ݋݊ ݂݅      0 

       An example of adjacency matrix, corresponding to the 
graph in Fig. 1, is as under: 

ܣ                                   ൌ  
ێۏ
ۍێ
 0 1 1 1
 1 0 1 0 1 1 0 1
 1  0 1 ۑے0

 ېۑ

 
      The Laplacian matrix ࣦ is a square n x n matrix that may 
be defined, using the notion of degree matrix D and adjacency 
matrix A, as under: ࣦ ൌ ܦ െ  ܣ
Laplacian matrix may also be directly defined as follows:  
ࣦሾ݅, ݆ሿ   ∶ൌ  ൝ degሺݒ௜ሻ                                             ݂݅ ݔ݁ݐݎ݁ݒ ݅ ൌ ݆

െ1                       ݂݅ ݅ ് ݐ݆݊݁ܿܽ݀ܽ ݁ݎܽ ݆ & ݅ ݀݊ܽ ݆
݁ݏ݅ݓݎ݄݁ݐ݋                                                            0

 
 degሺݒ௜ሻ is defined as before. Laplacian matrix for the graph in 
Fig. 1 is given below: 
 
                                       
  

 
 Laplacian matrix ࣦ being a symmetric and positive semi-definite matrix has special properties. Its lowest eigenvalue is always zero and all other eigenvalues are positive and real. ख  has a right eigenvector of 1 associated with the zero eigenvalue because of the identity ख1=0, where 1 is a vector of all ones. This implies that the row sum of all elements in a ख matrix is zero. Laplacian matrix is only diagonalizable for undirected topologies. Laplacian matrix (for undirected graph) is always singular, as zero is always its eigenvalue. Laplacian matrix may indicate the type of control scheme being used; e.g. Laplacian matrix is an Identity matrix for decentralized control [11]. 

Incidence matrix ܿ݊ܫ is designed for directed graphs which is useful for scenarios like current flow in electric circuits, and information flow among different units in a MAS etc. The number of vertices and edges of a graph correspond to number of columns and rows of an incidence matrix respectively. An arbitrary directed graph is shown in Fig. 2. Corresponding Incidence matrix is as under: 

ܿ݊ܫ ൌ  
ێۏ
ێێ
െ1ۍ    1    0    0   0 െ1    1    0െ1    0    1    0െ1    0    0    1   0    0 െ1 ۑے1   

ۑۑ
ې
 

 
Note that edges are also required to be numbered (in addition to vertices) for writing an incidence matrix. Also note that loop corresponds to linearly dependent rows. For e.g.,  
 

ܦ ൌ  ൦
 3 0 0 0 0 2 0 0 0 0 3 0 0  0 0 2

൪ 

 

 

 
 

ࣦ ൌ  ൦
  3 െ1 െ1 െ1
െ1    2 െ1    0
െ1 െ1   3 െ1
െ1    0 െ1   2

൪ 



                           
Fig. 2.  A directed graph with four vertices  
row 3 is a sum of rows 1 and 2; similarly row 4 is a sum of 
rows 3 and 5 of incidence matrix. Two loops are shown in light 
green color in Fig. 2. Unlike adjacency matrix, degree matrix 
and Laplacian matrix; an incidence matrix in not symmetric. 
Incidence matrix and Graph Laplacian matrix are interlinked as ࣦ ൌ ܿ݊ܫ ∗ ்ܿ݊ܫ   [9], where the superscript T shows matrix 
transpose.                                          Some of the agents in a swarm may have superior sensing, computation or communication abilities, called as leaders [12]. Information flow is usually from leader to the followers. For Fig. 2, we may consider vertex 1 as a leader (that only provides information to other units) and the remaining vertices as the followers. 

Every agent in a formation only needs to know the states of its neighboring agent, not all in the formation. Neighborhood of the units is defined in terms of metric distance or topological distance. Neighborhood based on metric rules may be defined as: 
Definition 1:  A node j is a neighbor of node i if ݈ଶ norm of displacement vector d between the two nodes is less than ߜ. Mathematically:  
 ‖݀‖ଶ ൏  (1) ߜ 

where ߜ is a bounded number that depends on the range of communication media. On the other hand, topological distance model relies on surrounding units which are immediate neighbors irrespective of their distances. Interactions are thus based on topological rules rather than metric rules. 
A. Algebraic Connectivity and Its Utility 
      Spectrum of a Laplacian matrix ࣦ is ordered as 0 ൌ  λଵ ൑ λଶ ൑  λଷ ൑ ⋯ . λ௡ ሺܩሻ. The zero eigenvalue is known as the 
trivial eigenvalue of ࣦ. The second smallest eigenvalue of Laplacian matrix is called the algebraic connectivity of graph G, and the corresponding normalized eigenvector is called the Fiedler Vector [9]. The second smallest eigenvalue  λଶ ൐ 0 is a necessary and sufficient condition for connectivity of graph G. If it is also zero then it implies that there exist two subgraphs. Algebraic multiplicity of zero eigenvalue represents the number of subgraphs.  

Algebraic connectivity is considered to be a measure of how well connected a graph is [9]. This value monotonically increases when we increase the number of edges in the graph [13]. It suggests that algebraic connectivity either maintains its value or it increases but never decreases with the increase in number of edges of the graph. Note that algebraic connectivity is not an absolute measure rather a relative measure of graph connectivity. It implies that the second smallest eigenvalue may not always give an absolute measure of connectedness of a graph, as two graphs having different number of edges may 

have the same algebraic connectivity. Please see rows 4 – 7 of Table I. Reference [9] states that if the second eigenvalue has an algebraic multiplicity r, then we need to add r number of edges before the second smallest eigenvalue increases from its current value. In other words, the second smallest eigenvalue along with its algebraic multiplicity gives complete information about the connectedness of a graph. The number of vertices in a graph corresponds to an upper limit on algebraic connectivity. The maximum attainable value of algebraic connectivity may not exceed the number of vertices in the graph [13]. 
Algebraic connectivity is also regarded as a measure of stability and robustness of the networked dynamic systems [8]. It is also used in analyzing the synchronization of coupled dynamical systems [14], and is a measure of performance and speed of convergence of consensus algorithms [7]. 

III. GRAPH PROPERTIES AND PROPOSITIONS 
Tables I and II show some arbitrary graphs and corresponding Laplacian matrices and eigenvalues as a ready reference to provide an insight into forthcoming discussion in this section. Table I also indicates that it does not matter how we number the vertices, eigenvalues of resultant Laplacian matrix remain unchanged. 

For an Incidence matrix ܿ݊ܫ, the following relations hold [15]:  
 ݀݅݉ ܰሺ்ܿ݊ܫሻ ൌ |ܧ|  െ |ܸ| ൅ 1  (2) 
or, 
 dim ܰሺ்ܿ݊ܫሻ ൌ  (3)  |ܮ| 
      Here ݀݅݉ ܰ represents dimensions of null space, and |ܮ| the number of loops. Equations (2) and (3) are only valid for directed graphs.  
Proposition 1:  Let ݉ଵ௅ represent the algebraic multiplicity of zero eigenvalues of associated Laplacian matrix, then following relation holds for a directed graph: 
|ܮ|  ൌ  ݉ଵ௅ (4) 
      Though a relation between product of nonzero eigenvalues of Laplacian matrix and number of spanning trees of a connected graph already exists in the form of matrix tree theorem [16], we exploit this measure as follows: 
Definition 2:    Product (or trace) of all nonzero eigenvalues of a Laplacian matrix ࣦ is a measure for nodes connectivity of a given graph (or subgraph), as it always increases with the increase in number of edges. The product (or trace) may also be considered as a measure of “feasibility of information exchange”. 
Definition 3:  For a Laplacian matrix of an undirected graph, 
sum of its eigenvalues is equal to number of communication 
paths. Note that if agent 1 sends information to agent 2 and 
vice versa, these are taken as two communication paths. 
Mathematically it may be written as: 

 
 ∑ λ

2 ൌ  (5) |ܧ| 



TABLE I.  SAMPLE GRAPHS AND CORRESPONDING METADATA 
Topology Laplacian Matrix Spectrum 

 
൥   2 െ1 െ1െ1   2 െ1െ1 െ1    2

൩ λ = 0, 3, 3 
∑ λ = 6 *∏ λ = 9 

 
൦

   2 െ1    0 െ1െ1    2 െ1    0   0 െ1    1    0െ1    0    0    1
൪ 

λ = 0, 0.59, 2, 3.41 
∑ λ = 6 *∏ λ = 4 

 
൦

   1    0    0 െ1   0    2 െ1 െ1   0 െ1    1    0െ1 െ1    0    2
൪ 

λ = 0, 0.59, 2, 3.41 
∑ λ = 6 *∏ λ = 4 

 
൦

   3 െ1 െ1 െ1െ1    1    0    0െ1    0    1    0െ1    0    0    1
൪ 

λ = 0, 1, 1, 4 
∑ λ = 6 *∏ λ = 4 

 
൦

   3 െ1 െ1 െ1െ1    2 െ1    0െ1  െ1    2    0െ1    0    0    1
൪ λ = 0, 1, 3, 4 

∑ λ = 8 *∏ λ = 12 

 
൦

   2 െ1    0 െ1െ1    2 െ1    0   0 െ1    2 െ1െ1    0 െ1    2
൪ 

λ = 0, 2, 2, 4 
∑ λ = 8 *∏ λ = 16 

 
൦

   3 െ1 െ1 െ1െ1    2 െ1    0െ1 െ1    3 െ1െ1    0 െ1    2
൪ 

λ = 0, 2, 4, 4 
∑ λ = 10 *∏ λ = 32 

 
൦

   3 െ1 െ1 െ1െ1    3 െ1 െ1െ1 െ1    3 െ1െ1 െ1 െ1    3
൪ λ = 0, 4, 4, 4 

∑ λ = 12 *∏ λ = 64 

 
൦

   1 െ1    0   0െ1    3 െ1 െ1   0 െ1     1   0   0 െ1     0    1
൪ λ = 0, 1, 1, 4 

∑ λ = 6 *∏ λ = 4 

ێۏ 
ێێ
ۍێ
   3 െ1 െ1    0 െ1     0െ1    2 െ1    0    0     0െ1 െ1    3 െ1    0     0   0    0 െ1    3 െ1 െ1െ1    0    0 െ1    2    0   0    0    0 െ1    0 ۑے1   

ۑۑ
 ېۑ

λ = 0, 0.72, 1.68, 3, 3.70, 4.89 
∑ λ = 14 *∏ λ = 66 

 * Product of nonzero eigenvalues 
∑ λ denotes the sum of eigenvalues of Laplacian matrix. Equation (5) is applicable to graphs as well as subgraphs. As trace of a matrix (whether diagnolized or otherwise) is equal to sum of its eigenvalues, the trace of a Laplacian matrix shows total number of connections. Same is also evident from Tables I and II. 

Definition 4:   If a graph is fully connected (all possible 
connections in the graph exist), then following holds true: 

 All elements in the Laplacian matrix are nonzero. 
 All nonzero eigenvalues of Laplacian matrix are same.  
 Algebraic multiplicity of nonzero eigenvalues indicates the number of edges that each vertex has with other vertices.  

 

TABLE II.  SAMPLE SUBGRAPHS AND CORRESPONDING METADATA 
Topology Laplacian Matrix Spectrum 

 
൦

   1 െ1    0   0െ1    1    0    0   0    0    1 െ1   0    0 െ1    1
൪ 

λ = 0, 0, 2, 2 
∑ λ = 4 *∏ λ = 4 

 
ێۏ
ێێ
ێێ
3   ۍ െ1 െ1 െ1    0    0    0െ1    2    0 െ1    0    0    0െ1    0    2 െ1    0    0    0െ1 െ1 െ1    3    0    0    0   0    0    0    0    2 െ1 െ1   0    0    0    0 െ1    2 െ1   0    0    0    0 െ1 െ1 ۑے2   

ۑۑ
ۑۑ
ې
 

λ = 0, 0, 2, 3, 3, 4, 4 
∑ λ = 16 *∏ λ = 288 

 
ێۏ
ێێ
ێێ
ێێ
2   ۍ െ1 െ1   0    0    0    0    0    0െ1    2 െ1    0    0    0    0    0    0െ1 െ1    2    0    0    0    0    0    0   0    0    0    2 െ1 െ1    0    0    0   0    0    0 െ1    2 െ1    0    0    0   0    0    0 െ1 െ1    2    0    0    0   0    0    0    0    0    0    2 െ1 െ1   0    0    0    0    0    0 െ1    2 െ1   0    0    0    0    0    0 െ1 െ1 ۑے2   

ۑۑ
ۑۑ
ۑۑ
ې

 

λ = 0, 0, 0, 3, 3, 3, 3, 3, 3,  
∑ λ = 18 *∏ λ = 729  

* Product of nonzero eigenvalues 
 Numeric value of nonzero eigenvalues shows the total number of vertices in the graph. 

Corollary 1:     Half of the number of zeros in a Laplacian matrix inform about the number of edges that need to be added to make the graph fully connected.  
Definition 4 and Corollary 1 are useful for small graphs. For large formations, fully connected graphs may not be desirable. Table III shows two subgraphs and their merging into a single graph in two different ways. Corresponding changes in Laplacian matrices and eigenvalues are also depicted in the table. 

A. Generalization of Euler’s Formula for Planar Graphs 
      The relation between Euler’s formula and eigenvalues of underlying Laplacian matrix has been determined. Euler’s formula for a planar graph is as follows [15]:    
 |ܸ| െ |ܧ| ൅ |ܮ|  ൌ  1  (6) 
    This formula is applicable to the connected graphs (directed and undirected). For undirected graphs, algebraic multiplicity of zero eigenvalue of corresponding Laplacian matrix is one. 
Proposition 2:   For graphs as well as subgraphs (when represented as a single Laplacian matrix), Euler’s formula may be generalized as: 
 |ܸ| െ |ܧ| ൅ |ܮ|  ൌ  1 ∗ ݉ଵ௅  (7) 
݉ଵ௅ is as defined before. Equation (7) is a generalization of Euler’s formula, which is applicable not only for a connected graph but also multiple subgraphs; whereas (6) is only applicable for one connected graph. Remember that for (7) to hold good, only one Laplacian matrix is to be exploited for representation of multiple subgraphs. This is useful when, for example, multiple formations of aerial vehicles are to be controlled through a single ground station (or some other platform) using distributed / cooperative control schemes. 

Equation (7) may be readily verified in the light of data given in all the tables. Table III is also of interest, where two subgraphs merge to one graph and algebraic multiplicity and other parameters also change accordingly. 



TABLE III.  MERGING OF SUBGRAPHS 
Topology Laplacian Matrix Spectrum 

 
ێۏ
ێێ
ۍێ
   2 െ1 െ1    0   0     0െ1    2 െ1    0    0     0െ1 െ1    2    0    0     0   0    0    0    2 െ1 െ1   0    0    0 െ1    2 െ1   0    0    0 െ1 െ1 ۑے2   

ۑۑ
 ېۑ

λ = 0, 0, 3, 3, 3, 3 
∑ λ = 12 *∏ λ = 81 

 
ێۏ
ێێ
ۍێ
   2 െ1 െ1    0   0     0െ1    3 െ1    0    0 െ1െ1 െ1    2    0    0     0   0    0    0    2 െ1 െ1   0    0    0 െ1    2 െ1   0 െ1    0 െ1 െ1 ۑے3   

ۑۑ
 ېۑ

λ = 0, 0.44, 3, 3, 3, 4.56 
∑ λ = 14 *∏ λ = 54 

ێۏ 
ێێ
2   ۍ െ1 െ1    0   0െ1    4 െ1 െ1 െ1െ1 െ1    2   0    0   0 െ1    0    2 െ1   0 െ1    0 െ1 ۑے2   

ۑۑ
ې
 

λ = 0, 1, 3, 3, 5 
∑ λ = 12 *∏ λ = 45 

* Product of nonzero eigenvalues 
As we know that dimensions of null space correspond to the algebraic multiplicity of eigenvalue zero, so from (7) it follows that: 

 |ܸ| െ |ܧ| ൅ |ܮ|  ൌ  dim ܰሺܮሻ  (8) 
B. Euler’s Modified Formula 
      Keeping in view previous discussion, Euler’s formula may be written in modified form as: 
 |ܸ| െ ∑ ஛

ଶ ൅ |ܮ| ൌ  1  (9) 
or, 
 ∑ λ ൌ  2 ∗ ሺ|ܸ| ൅ |ܮ|  െ 1ሻ  (10) 
 Equation (10) is applicable for a connected graph. It may be generalized as: 
 ∑ λ ൌ  2 ∗ ሺ|ܸ| ൅ |ܮ|  െ ݉ଵ௅ሻ   (11) 
      Equation (11) is applicable for multiple subgraphs as well as for a single connected graph. As sum of eigenvalues is the same as trace of a square matrix, so (10) may be formulated as: 
݁ܿܽݎܶ  ൌ  2 ∗ ሺ|ܸ| ൅ |ܮ| െ 1ሻ  (12) 
C. Generalization of Euler’s Formula for 3D Graphs       

For three dimensional connected graphs, Euler’s formula is as follows: 
 |ܸ| െ |ܧ| ൅ |ܨ|  ൌ  2  (13) 
      Here |ܨ| represents the number of faces. Now generalizing it for multiple subgraphs: 
 |ܸ| െ |ܧ| ൅ |ܨ|  ൌ  2 ∗ ݉ଵ௅  (14) 
      This formula is applicable for multiple geometrical shapes when they are represented as a single Laplacian matrix. Now (13) may be reformulated using (5) as follows: 
 ∑ λ ൌ 2 ∗ ሺ|ܸ| ൅ |ܨ| െ  2ሻ   (15) 
that is applicable for single graph only. It may be generalized to make it applicable for multiple connected parts as well as for one single graph, as follows: 

 ∑ λ ൌ 2 ∗ ሺ|ܸ| ൅ |ܨ| െ  2 ∗ ݉ଵ௅ሻ  (16) 
IV. CONCLUSION AND FUTURE WORKS 

Euler’s formula has been generalized to make it applicable to multiple subgraphs while exploiting the eigenvalues of underlying Laplacian matrix. Application of presented results may be found in swarm of aerial vehicles, formation flight, MAS and Kirchoff’s current law etc. These are envisaged to be helpful for analysis of the network of networks. Network dynamics and control for large number of agents may be conveniently investigated using the notion of graph theory.  
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