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Abstract—Most hypervisors today rely either on (1) full virtualization on high-end hardware (i.e., hardware with virtualization extensions), (2) paravirtualization, or (3) both. These, however, do not fulfill embedded systems’ requirements, or require legacy software to be modified. Full virtualization on low-end hardware (i.e., hardware without virtualization extensions), on the other end, has none of those disadvantages. However, it is often claimed that it is not feasible due to an unacceptably high virtualization overhead. We were, nevertheless, unable to find real-world quantitative results supporting those claims.

In this paper, performance and footprint measurements from a case study on low-end hardware full virtualization for embedded applications are presented. More specifically, this paper presents: (1) an evaluation of the virtualization overhead in a Linux-based system as a guest on POK/rodosvisor, a real time operating system for embedded systems featuring low-end hardware full virtualization; (2) a detailed look at the performance of POK/rodosvisor’s internal operation, namely, interrupt handlers and context switching; and (3) POK/rodosvisor’s footprint for various configurations.

To the best of our knowledge, this is the first paper ever to present performance measurements about a Linux-based system as a guest on a hypervisor based on low-end hardware full virtualization, and therefore, targeting a common real-world scenario.

I. INTRODUCTION

Full virtualization on high-end hardware and paravirtualization are, by far, the most common types of virtualization found in the state of the art. With full virtualization in general, the hypervisor provides virtual machines with an interface identical to that of the underlying hardware platform (i.e., the real/physical machine); such a virtual machine is, thus, capable of hosting unmodified legacy software. In particular, full virtualization on high-end hardware (i.e., hardware with dedicated support for virtualization), however, is not suitable for embedded systems, since it currently leads to large system size, high weight, high power consumption, high cost, etc. On the other end, with paravirtualization, the virtual machines established by the hypervisor do not provide an interface identical to the underlying hardware platform and, instead, provide a different, more efficient interface. Paravirtualization is not dependent on particular hardware; nevertheless, the guests of (para)virtual machines need to be modified to fit a hypervisor-specific, often proprietary, interface. Full virtualization on low-end hardware, on the other end, has none of those disadvantages.

Full virtualization on low-end hardware (i.e., hardware without dedicated support for virtualization) must be accomplished using mechanisms which were not originally designed for it. Therefore, full virtualization on low-end hardware is not always possible because the hardware may not fulfill the necessary requirements (i.e., “the set of sensitive instructions for that computer is a subset of the set of privileged instructions” [1]). Furthermore, it is often claimed that it is not feasible due to an unacceptably high virtualization overhead (e.g., [2]); however, we were unable to find real-world quantitative results to support those claims.

In this paper, performance and footprint measurements from a case study on low-end hardware full virtualization for embedded applications are presented. More specifically, a case study to evaluate to what extent low-end hardware full virtualization is an alternative to high-end hardware full virtualization and paravirtualization, and provides compatibility with unmodified legacy software with acceptable performance and footprint. In this paper, first, an evaluation of the virtualization overhead in a Linux-based system is presented, by comparing several benchmarks performed on a bare metal Linux-based system and on a Linux-based system as a guest on POK/rodosvisor. POK/rodosvisor is a real time operating system for embedded systems featuring low-end hardware full virtualization of most of the feature set of the IBM PowerPC 405 [3], also known as partial virtualization. This is similar to what is presented in [4]; there, however, a hypervisor based on paravirtualization is used. Second, a detailed look at the performance of POK/rodosvisor’s internal operation is presented (i.e., POK/rodosvisor’s performance profile), namely: interrupt handlers and context switching. Third and last, POK/rodosvisor’s footprint for various configurations is presented.

This paper is organized as follows. In the following section, section II, background is given on virtualization, POK/rodosvisor, and on the IBM PowerPC 405. In section III, the evaluation platform is described. In section IV, perfor-
performance and footprint measurements are presented, namely: the virtualization overhead in a Linux-based system, the performance profile of POK/rodosvisor, and POK/rodosvisor’s footprint for various configurations. Finally, in section V, a summary of this paper is given and future work is proposed.

II. BACKGROUND

A. Virtualization

Through time and space partitioning a hypervisor enforces workload isolation and enables workload consolidation. Workload isolation guarantees that the behavior of a virtual machine, such as a failure, will not affect the rest of the system (i.e., other virtual machines and the hypervisor). Furthermore, with workload isolation, the guests can be developed independently of each other, leading to lower development and certification effort. On top of workload isolation, workload consolidation enables a single computing unit to perform the same functions as multiple, physically independent computing units, leading to systems with a smaller size, lower weight, lower power consumption, lower cost, etc. [5].

Most hypervisors today feature high-end hardware full virtualization (e.g., [6], [7]), paravirtualization (e.g., [8], [9], [10], [2]), or both (e.g., [11], [12]). To the best of our knowledge, only Proteus [13], and POK/rodosvisor, presented in this paper, feature low-end hardware full virtualization. The authors of Proteus, however, failed to demonstrate compatibility with legacy software through a real-world scenario, such as a Linux-based system as a guest on top of their hypervisor; they only present simple synthetic benchmarks which are not good representatives of real applications.

B. POK/rodosvisor

POK/rodosvisor is a real time operating system for embedded systems featuring ARINC 653 partitions [14], and low-end hardware full virtualization of most of the feature set of the IBM PowerPC 405 [3], also known as partial virtualization. Even though the entire feature set is not virtualized, one can workaround the missing features using only the features that are already virtualized (instead of requiring the use a completely new set of features or interface, as it is the case with paravirtualization); provided, nevertheless, that access to the source code is possible. POK/rodosvisor is the result of the integration of POK [15], a real time operating system featuring ARINC 653 partitions, and Rodosvisor [16], [17], [18], a previously bare metal hypervisor, featuring low-end hardware full virtualization for the PowerPC 405.

Fig. 1. The architecture of POK/rodosvisor.

The architecture of POK/rodosvisor is shown in Fig. 1. All partitions (ARINC 653 partitions and virtual machines) are scheduled according to a static scheduling policy, as defined by ARINC 653 [14]. Whenever there is an interrupt, it is first handled by the low-level interrupt handlers (i.e., “LLIH” in Fig. 1). When a virtual machine is running, interrupts are directed to Rodosvisor, which is itself composed by a set of interrupt handlers which take care of the virtualization of the PowerPC 405 as described in [16], [17], [18]. If, on the other end, an ARINC 653 partition is running, interrupts are instead directed to POK.

As illustrated in Fig. 2, when a virtual machine’s partition window begins (i.e., “PW begin” in Fig. 2), POK loads the context of the virtual machine by calling Rodosvisor, while specifying the duration of the partition window (i.e., “load(pw_duration)”). After loading a virtual machine’s context, Rodosvisor takes control over the hardware, and all interrupts are directed to Rodosvisor. When the virtual machine’s partition window is over (i.e., “PW end” in Fig. 2), Rodosvisor saves/unloads the virtual machine’s context, returns the hardware to the state expected by POK, and calls POK’s scheduler, returning control back to POK.

C. IBM PowerPC 405

The IBM PowerPC 405 [3] is a 32-bits Reduced Instruction Set Computer (RISC) processor with a five-stage pipeline. It is a low power processor (0.9 mW/MHz) designed for high performance embedded systems. It features: hardware multiply/divide unit; 16 KB two-way set-associative instruction cache and 16 KB two-way set-associative data cache; a memory management unit with a software-managed 64-entry translation look-aside buffer; several timer units; debug facilities; etc.

Fig. 2. Scheduling, loading and saving the context of a virtual machine in POK/rodosvisor.
The PowerPC 405 has been chosen because (1) it is a simple, low power, low cost processor core, especially dedicated to embedded systems, and thus, a good representative of low-end hardware, and because (2) Xilinx provides good development support, enabling the construction and evaluation of various hardware configurations, such as single-core and dual-core processor configurations.

III. EVALUATION PLATFORM

The results shown in the following sections have been collected on a hardware platform with the architecture depicted in Fig. 3. It consists of: (1) a PowerPC 405 running at 300 MHz; (2) a memory controller (i.e., Xilinx Multi-Port Memory Controller, version 4.03a) connected to 256 MB of DDR SDRAM; (3) a serial port (i.e., Xilinx XPS UART Lite, version 1.00a) with one start bit, one stop bit, and a baudrate of 115200; (4) an ethernet media access controller (MAC) (i.e., Xilinx XPS Ethernet Lite Media Access Controller, version 2.00b), which supports the IEEE 802.3 media independent interface to industry standard physical layer devices, and provides 10/100 Mbps interfaces; (5) an interrupt controller (i.e., Xilinx XPS Interrupt Controller, version 1.00a) connected to the serial port’s and the ethernet MAC’s interrupt request signals; and lastly, (6) three processor local buses (PLB), version 4.6 (two of them connect the PowerPC 405 exclusively to the memory controller for improved performance, one for fetching instructions and another for data load/store operations, while the third connects the PowerPC 405 to memory-mapped I/O devices, namely, the ethernet MAC, the serial port, and the interrupt controller).

The hardware platform just described has been realized on a Xilinx University Program Virtex-II Pro Development System (XUPV2P) [19], which is equipped with a Virtex-II Pro (XC2VP30) field-programmable gate array (FPGA) [20], and a comprehensive collection of input and output devices, which can be used to create many different hardware configurations. Xilinx Embedded Development Kit, version 10.1, has been used to create, configure and generate the evaluation hardware platform, on a Fedora 19 host. All of the software has been compiled on a Fedora 19 host using a GCC cross-compiler for the PowerPC 405, version 4.8.1, with optimizations enabled (i.e., “-O2” compiler option).

A. Virtualization Overhead

In this section, the virtualization overhead in a Linux-based system, as a guest on top of POK/rodosvisor, is presented, for three different types of workloads, namely: compute-, I/O- and CPU-management-intensive workloads. For that two configurations have been developed and tested:

L1. A system based on Linux 2.6.39, with a small RAM-based file system (i.e., initramfs), running on bare metal, as illustrated in Fig. 4(L1).

L2. A system based on POK/rodosvisor, with one virtual machine whose guest is the same Linux-based system described in L1, as illustrated in Fig. 4(L2). The virtual machine is configured: (1) to have direct access to the serial port and to the ethernet MAC; and (2) with a virtual interrupt controller which emulates a physical interrupt controller. Direct access to a physical interrupt controller is not given because it can be configured to bypass the hypervisor (i.e., POK/rodosvisor) and violate time and space partitioning.

Currently, independent control over instruction and data address translation, a feature of the PowerPC 405, is not supported by POK/rodosvisor. Linux, however, uses this feature when flushing the cache during initialization. Therefore, the Linux kernel’s source code has been modified to workaround this limitation, requiring 34 new/modified source lines of code. Still, only a subset of the features provided by the PowerPC 405 have been used to workaround this limitation, instead of requiring the use a completely new set of features or interface, as it is the case with paravirtualization. Other than that, no modifications were necessary.

On top of the two configurations described above, several benchmarks have been executed. Table I presents the results of those benchmarks, the associated virtualization overhead, and their respective type. In Table I, the following benchmarks can be found:

1) Boot, Decompression: The boot process of the Linux-based system has been divided into 3 stages, and this result corresponds to the first stage. It corresponds to the time required to decompress the Linux kernel image (including the initramfs). In this stage, the use of CPU management operations (e.g., privileged instructions, interrupts) is negligible, and thus, this benchmark has been classified as compute-intensive (i.e., “Compute” in Table I). Results show that the

![Fig. 3. The architecture of the hardware platform.](image-url)
virtualization overhead is non-existent. This is expected since there is very little use of CPU management operations, and therefore, the hypervisor is rarely activated.

2) **Boot, Linux**: This is the second stage of the boot process of the Linux-based system, and it corresponds to the initialization of the Linux kernel. In this stage the use of CPU management operations is high, therefore, this benchmark has been classified as CPU-management-intensive (i.e., “CPU mgmt.” in Table I). Results show that the virtualization overhead is high (i.e., 44.83%), which is expected, since the use of CPU management operations is high and, therefore, the hypervisor is activated often. This overhead, however, includes not only the hypervisor’s overhead, but also the overhead caused by cache trashing during the interaction between the hypervisor and the Linux kernel.

3) **Boot, Shell**: This is the third and last stage of the boot process, which corresponds to the initialization of a Buildroot-based shell [21]. Similarly to the previous stage, the use of CPU management operations is significant, thus, this benchmark has been classified as CPU-management-intensive. Compared to the previous stage, however, the use of CPU management operations is even higher as this stage begins with the execution of the “init” process, on top of Linux, and with the activation of process scheduling, context switching, system calls, etc. Therefore, as the results show, the virtualization overhead is also higher than in the previous stage.

4) **Dhrystone and Whetstone**: Dhrystone [22] is a benchmark which measures the performance of integer and string operations, and Whetstone [23] is a benchmark which measures, mainly, the performance of floating-point arithmetic. These two benchmarks have been classified as compute-intensive. Results show that the virtualization overhead is low, but noticeable. It was expected that, similarly to the first stage of the boot process, the virtualization overhead would be negligible, as the operations being benchmarked do not rely on CPU management operations, and thus, do not lead to the activation of the hypervisor. What these results show is the virtualization overhead during the execution of the benchmark, caused by Linux’s normal operation (e.g., scheduling) as well as the overhead caused by cache trashing during the interaction among the hypervisor, the Linux kernel, the benchmark process, and other processes running concurrently on top of the Linux kernel.

5) **Netperf**: Lastly, Netperf [24] is a benchmark which measures the throughput and latency for various kinds of network connections (e.g., TCP, UDP). To perform this benchmark, netserver executed on the target while netperf executed on a Fedora 19 host. This benchmark has been classified as I/O-intensive (i.e., “I/O” in Table I). The results for the TCP_STREAM test profile, which measures throughput over a TCP connection, are shown. It can be seen that L1’s maximum throughput is 25% higher than that of L2’s. In this benchmark, the virtualization overhead includes not only the overhead caused by CPU management operations (in the Linux kernel, in the device drivers, in the protocol stack, etc.), but also the virtualization overhead of the virtual interrupt controller which is connected to the ethernet MAC. Considering the complexity of this benchmark, which includes two device drivers (i.e., one for the ethernet MAC and another for the interrupt controller) and a protocol stack, we expect the virtualization overhead to be much lower for most I/O-intensive workloads, which are not as complex.

To sum up, these results show that: (1) for compute-intensive workloads, the virtualization overhead is low and, in some cases, negligible; (2) for I/O-intensive workloads, the virtualization overhead is significant, but for most workloads, we expect it to be low; (3) for CPU-management-intensive workloads, however, the virtualization overhead can be quite significant. These results indicate that low-end hardware full virtualization is more adequate for compute-intensive workloads, with moderate use of I/O, and with low use of CPU management operations. Some of the reasons for this behavior will become more clear in the next section, which presents POK/rodosvisor’s performance profile.

By showing the results of some benchmarks executed on top of a Linux-based system as a guest on POK/rodosvisor, it demonstrates, indirectly, compatibility with legacy software (i.e., a complete Linux-based system). To the best of our knowledge, this is the first paper ever to present performance measurements about a Linux-based system as a guest on POK/rodosvisor, and it demonstrates compatibility with a common real-world scenario.

### B. POK/rodosvisor’s Performance Profile

To obtain POK/rodosvisor’s performance profile, configuration L2, described in the previous section, was reused. POK/rodosvisor’s built-in, custom profiler was enabled and profiling data were collected during 90 seconds since boot (it includes almost 45 seconds required to boot the Linux-based system, and another 45 seconds of idle time).

The profiling data were composed of several probes, each associated with a specific code path. For each probe the following data were collected: the number of samples (or activations), the minimum, the maximum and the total execution time.
TABLE II
THE NUMBER OF SAMPLES, THE AVERAGE AND THE TOTAL EXECUTION TIMES PER PROBE. EXECUTION TIMES ARE GIVEN IN CPU CLOCK CYCLES. IN PARENTHESES, THE RATIO TO THE SUMMATION OF ALL THE VALUES IN THE SAME COLUMN IS GIVEN, IN PERCENTAGE.

<table>
<thead>
<tr>
<th>Probe</th>
<th>No. samples</th>
<th>Average</th>
<th>Total</th>
<th>(Ratio)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Program</td>
<td>1841211</td>
<td>511</td>
<td>868824642 (96.857%)</td>
<td></td>
</tr>
<tr>
<td>Data TLB-Miss</td>
<td>29140</td>
<td>1356</td>
<td>3956270 (1.542%)</td>
<td></td>
</tr>
<tr>
<td>Instruction TLB-Miss</td>
<td>22824</td>
<td>1594</td>
<td>36074969 (3.085%)</td>
<td></td>
</tr>
<tr>
<td>System Call</td>
<td>4800</td>
<td>419</td>
<td>1945588 (0.253%)</td>
<td></td>
</tr>
<tr>
<td>Data Storage</td>
<td>1875</td>
<td>364</td>
<td>657625 (0.099%)</td>
<td></td>
</tr>
<tr>
<td>PIT</td>
<td>475</td>
<td>1312</td>
<td>616728 (0.025%)</td>
<td></td>
</tr>
<tr>
<td>Context Switch In</td>
<td>90</td>
<td>3247</td>
<td>292259 (0.005%)</td>
<td></td>
</tr>
<tr>
<td>Context Switch Out</td>
<td>89</td>
<td>1815</td>
<td>161549 (0.005%)</td>
<td></td>
</tr>
<tr>
<td>Instruction Storage</td>
<td>255</td>
<td>522</td>
<td>128658 (0.013%)</td>
<td></td>
</tr>
<tr>
<td>External</td>
<td>28</td>
<td>988</td>
<td>27300 (0.001%)</td>
<td></td>
</tr>
</tbody>
</table>

time; the average execution time was obtained by dividing the total execution time by the number of samples.

In Table II, the number of samples, the total and the average execution times per probe are shown (only probes with a number of samples greater than zero are presented). This table includes all the interrupt handlers that have been activated (e.g., program, instruction and data TLB-miss), as well as the time to switch contexts in and out of the virtual machine.

It can be seen that the program interrupt handler, which is responsible for the emulation of privileged instructions, makes up for 91.7% of the total execution time. However, it is also, by far, the most activated interrupt handler (i.e., 96.9%), and it actually has a low average execution time. This partially explains why CPU-management-intensive benchmarks performed so poorly.

After the program interrupt handler, the instruction and data TLB-miss interrupt handlers make up for 8% of the total execution time, even though their contribution to the total number of samples is less than 3%. This happens because of the high (actually, the highest) average execution time for these two interrupt handlers.

The remaining interrupt handlers and context switching make up for less than 0.4%, which compared with the ones discussed above is negligible.

To sum up, these results indicate that low-end hardware full virtualization is a serious alternative for workloads which do not rely heavily on CPU management operations.

C. Footprint

In this section, the footprint of POK/rodosvisor for various configurations is presented. The footprint of POK/rodosvisor is also compared with the kernel’s footprint of an equivalent POK-based, ARINC-653-compliant system. To do that, the following two sets of configurations have been developed and tested:

A. Configurations with one up to 10 ARINC 653 partitions as illustrated in Fig. 5(A); each partition has two threads: a mandatory main thread, and one worker thread which performs no operation.

V. Configurations with one up to 10 virtual machines, as illustrated in Fig. 5(V); the guest is the same for all virtual machines and performs no operation.

All of the configurations just described have been compiled, and from the resulting executable and the system’s behavior during run time (e.g., dynamic memory allocation), the size of the code and data has been measured. The size of the data includes: the size of read-only data, the size of read/write data, and the combined size of all stacks. The total size of the kernel, as well as the size of the code and data, for all configuration is shown in Fig. 6.

It can be seen that for configurations with a small number of partitions (i.e., ARINC 653 partitions or virtual machines), ARINC-653-based systems lead to a smaller kernel’s footprint than virtual-machine-based systems. As the number of par-
tions increase, however, the difference decreases, and, for a large number of partitions (more than six), the kernel’s footprint of a virtual-machine-based system is smaller than that of an ARINC-653-based system. This shows that, when a large number of partitions is required, a virtual-machine-based system enables a reduction of the kernel’s footprint. These results also indicate that low-end hardware full virtualization does not necessarily lead to a large kernel’s footprint.

V. Conclusion

In this paper, performance and footprint measurements from a case study on low-end hardware full virtualization for embedded systems have been presented. The case study evaluates to what extent low-end hardware full virtualization is an alternative to high-end hardware full virtualization and paravirtualization, and provides compatibility with legacy software with acceptable performance and footprint.

In this paper, compatibility with legacy software has been demonstrated by showing the results of some benchmarks executed on top of a Linux-based system as a guest on POK/rodosvisor. To the best of our knowledge, this is the first paper ever to present performance measurements about a Linux-based system as a guest on top of a hypervisor based on low-end hardware full virtualization, and therefore, demonstrating compatibility with a common real-world scenario.

The evaluation of the virtualization overhead, and POK/rodosvisor’s performance profile showed that, low-end hardware full virtualization is more adequate for compute-intensive workloads, with moderate use of I/O, and with low use of CPU management operations.

In terms of footprint, it has been shown that the kernel’s footprint for a virtual-machine-based system can be lower than the kernel’s footprint for an ARINC-653-compliant system. This indicates that the requirements of low-end hardware full virtualization regarding the kernel’s footprint are not necessarily high.

Altogether, we believe that these results demonstrate that, for many applications, low-end hardware full virtualization can be a serious alternative to high-end hardware full virtualization and paravirtualization, enabling: (1) a reduction of system size, weight, power consumption, cost, etc., when compared with high-end hardware full virtualization; (2) a reduction (in many cases, elimination) of the effort required to port legacy software to a hypervisor-specific interface, when compared with paravirtualization; as well as (3) in some cases, a reduction of the kernel’s footprint.

As future work, we propose to explore methods to address or workaround the limitations and bottlenecks found in POK/rodosvisor (e.g., full virtualization of the complete feature of the PowerPC 405, and POK/rodosvisor’s program interrupt handler bottleneck). Furthermore, we propose to perform similar case studies on other processor architectures, and thus, to evaluate its potential on other processor architectures. Finally, we hope that the lack of published results on hypervisor’s performance and footprint is a gap which will be filled in the future.
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